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Motivation

Scaling laws show us that we should keep increasing data with compute

[Hoffmann et al, 2022]

https://arxiv.org/abs/2203.15556


Motivation

Motivation 1: Unsupervised data is running out which will stop pretraining

[Villalobos et al, 2024]

https://epochai.org/blog/will-we-run-out-of-data-limits-of-llm-scaling-based-on-human-generated-data


Motivation

Motivation 2: Though there is a lot of data, very little of it is relevant to the tasks I 
care about for domain adaptation

[Villalobos et al, 2024]

Pretraining data

Evaluation 
tasks

https://epochai.org/blog/will-we-run-out-of-data-limits-of-llm-scaling-based-on-human-generated-data
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Motivation

How to generate more data? Use our current models?

LLM generate train LLMtrain
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gold internet 
web text (potentially) garbage 

generations



Why does synthetic data help?

Synthetic data generation generally incorporates additional supervision to ensure 
(1) quality and (2) coverage of target task. Three main types of supervision

1. Verifier: trustworthy criteria for data quality
2. Distillation: existing powerful data generator
3. Augmentation: perturbation known to preserve correctness



Why does synthetic data help?

Synthetic data generation generally incorporates additional supervision to ensure 
(1) quality and (2) coverage of target task. Three main types of supervision

1. Verifier: trustworthy criteria for data quality
2. Distillation: existing powerful data generator
3. Augmentation: perturbation known to preserve correctness

Challenge: ensuring this data is sufficiently diverse to prevent mode collapse



1. Verifiers for synthetic data



What do verifiers look like

Verifiers

- Natural language math problems with known answers
- Formal mathematics (i.e. Lean)
- Coding problems with unit tests
- Trained reward models (when verification is easier than generation)

Synthetic data corresponds to model generations that are approved by the verifier



Simplest pipeline: AlphaProof

Rejection sample with verifier of Lean. Also done openly in DeepSeek Prover, 
Goedel Prover

https://deepmind.google/discover/blog/ai-solves-imo-problems-at-silver-medal-level/
https://arxiv.org/abs/2405.14333
https://arxiv.org/abs/2502.07640


Synthetic data ⇒ Reinforcement learning

Filtering purely for correctness is a little simplistic. Optimizing responses against 
sparse reward ends up becoming reinforcement learning, i.e. DeepSeek R1. 

Synthetic data corresponds to model generations, verifier corresponds to reward 
model

https://arxiv.org/abs/2501.12948


Synthetic data ⇒ Reinforcement learning

Filtering purely for correctness is a little simplistic. Optimizing responses against 
sparse reward ends up becoming reinforcement learning, i.e. DeepSeek R1. 

Synthetic data corresponds to model generations, verifier corresponds to reward 
model

Will not be spend too much time today since imo this is more so RL 

https://arxiv.org/abs/2501.12948


Main takeaway: if you can get a good 
discriminator for quality, synthetic data can 

generate good training points



2. Distillation
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In general, utilize access to a better generator than your student model to generate 
high quality data. Better doesn’t have to be larger, could be prompted, fine-tuned 
for a specific task, etc.
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Distillation

In general, utilize access to a better generator than your student model to generate 
high quality data. Better doesn’t have to be larger, could be prompted, fine-tuned 
for a specific task, etc.

Why would you ever want to distill? Most of the time, the teacher model sampling 
is more expensive and you want a smaller model with the same capabilities.

We’ll split distillation into distilling knowledge vs distilling style



2.1. Knowledge Distillation



Goal of distilling from a larger model

Existing models are usually more capable than the ones you are training. One way 
to train a powerful student model is to train on generations from a powerful 
teacher model. Most common use of synthetic data



Goal of distilling from a larger model

Existing models are usually more capable than the ones you are training. One way 
to train a powerful student model is to train on generations from a powerful 
teacher model. Most common use of synthetic data

TinyStories ChatGPT writes stories

Phi-1/Cosmopedia ChatGPT writes (coding) textbooks

Skill mix instruct ChatGPT writes instructions/outputs using a pair of skills

https://arxiv.org/abs/2305.07759
https://arxiv.org/abs/2306.11644
https://huggingface.co/blog/cosmopedia
https://arxiv.org/abs/2408.14774


The core technical challenge is ensuring diversity over the output distribution. 
Models by default have low output diversity, and low output diversity gives you 
low coverage over knowledge of interest

Ideas on how to solve this?

Ensuring diverse output

Prompt

ChatGPT

OutputOutput

Output OutputOutput



Ensuring diverse output

Prompt 2

ChatGPT

Output
Output

Prompt 0 Prompt 4Prompt 3Prompt 1

Output
OutputOutput

Solution: seed randomness at the prompt level



Prompt 2

ChatGPT

Output
Output

Prompt 0 Prompt 4Prompt 3Prompt 1

Output
OutputOutput

TinyStories Randomly sample verb, noun, adjective to be used in story

Phi-1/Cosmopedia Randomly sample key vocab/topics that should appear

Skill mix instruct Randomly sampled pair of skills to be used in QA pair



TinyStories Prompt 

Write a short story (3-5 paragraphs) which only uses very simple words that a 3 
year old child would likely understand. The story should use the verb ”decorate”, 
the noun ”thunder” and the adjective ”ancient”. The story should have the 
following features: the story should contain at least one dialogue, the story has a 
bad ending. Remember to only use simple words!



Aside: do you need a bigger model?

Papers use bigger models since these give the biggest gains. Two caveats

- Phi-4 [Abdin et al, 2024] uses a GPT-4o teacher. After training, they find that 
the student model outperforms GPT-4o on the key benchmarks!

- There are toy examples of models improving via self-distillation. These are 
usually related to some nice implicit regularization from the model. Check it 
out for yourself! [Zhang et al 2019, Allen-Zhu et al, 2020]

https://arxiv.org/abs/2412.08905
https://arxiv.org/abs/1905.08094
https://arxiv.org/abs/2012.09816


Main takeaway: when distilling from a larger 
model, externalize a source of randomness to 

provide diversity



2.2. Distilling formats



Learning formats

- Why did ChatGPT get famous but not GPT-3? What does instruction-tuning 
really do? Even though ChatGPT’s capabilities were close to GPT-3, it wasn’t 
in the accessible format of instruction-following



Learning formats

- Why did ChatGPT get famous but not GPT-3? What does instruction-tuning 
really do? Even though ChatGPT’s capabilities were close to GPT-3, it wasn’t 
in the accessible format of instruction-following

- Claim: you don’t need new/real data to get instruction-following capabilities
- Level 1: Prompting
- Level 2: Supervised fine-tuning
- Level 3: RLHF

- Goal: demonstrate that the necessary capabilities are already inside the 
model, synthetic data just brings it out



Level 1: Prompting with URIAL

Finds a prompt for base models that performs as well as instruction fine-tuning

https://arxiv.org/abs/2312.01552


Level 1: Prompting with URIAL

Finds a prompt for base models that performs as well as instruction fine-tuning

https://arxiv.org/abs/2312.01552


Use a model to generate both instructions and outputs for fine-tuning

Level 2: Self-instruct (used by Alpaca)

https://arxiv.org/abs/2212.10560
https://crfm.stanford.edu/2023/03/13/alpaca.html


Use a model to generate both instructions and outputs for fine-tuning

Level 2: Self-instruct (used by Alpaca)

can use same 
model for 
training and 
generation

https://arxiv.org/abs/2212.10560
https://crfm.stanford.edu/2023/03/13/alpaca.html


Use a model to generate both instructions and outputs for fine-tuning

Level 2: Self-instruct (used by Alpaca)

can use same 
model for 
training and 
generation

Earlier 
diversity trick

https://arxiv.org/abs/2212.10560
https://crfm.stanford.edu/2023/03/13/alpaca.html


Alpaca Seed Task (1 of 175)

Name: breakfast_suggestion

Instruction: Is there anything I can eat for a breakfast that doesn't include eggs, yet 
includes protein, and has roughly 700-1000 calories? 

Output: Yes, you can have 1 oatmeal banana protein shake and 4 strips of bacon. 
The oatmeal banana protein shake may contain 1/2 cup oatmeal, 60 grams whey 
protein powder, 1/2 medium banana, 1tbsp flaxseed oil and 1/2 cup watter, 
totalling about 550 calories. The 4 strips of bacon contains about 200 calories.



Alpaca generate new instruction/output pairs

You are asked to come up with a set of 20 diverse task instructions. These task 
instructions will be given to a GPT model and we will evaluate the GPT model for 
completing the instructions.

Here are the requirements:

<list of 10 requirements>

List of 20 tasks:

<seed instruction/output 1>
<seed instruction/output 2>
<seed instruction/output 3>

Instruction 4: 



The nine (not seven) requirements

 Here are the requirements:

1. Try not to repeat the verb for each instruction to maximize diversity.

2. The language used for the instruction also should be diverse. For example, you should combine questions with imperative instrucitons.

3. The type of instructions should be diverse. The list should include diverse types of tasks like open-ended generation, classification, editing, etc.

2. A GPT language model should be able to complete the instruction. For example, do not ask the assistant to create any visual or audio output. For 
another example, do not ask the assistant to wake you up at 5pm or set a reminder because it cannot perform any action.

3. The instructions should be in English.

4. The instructions should be 1 to 2 sentences long. Either an imperative sentence or a question is permitted.

5. You should generate an appropriate input to the instruction. The input field should contain a specific example provided for the instruction. It 
should involve realistic data and should not contain simple placeholders. The input should provide substantial content to make the instruction 
challenging but should ideally not exceed 100 words.

6. Not all instructions require input. For example, when a instruction asks about some general information, "what is the highest peak in the world", it 
is not necssary to provide a specific context. In this case, we simply put "<noinput>" in the input field.

7. The output should be an appropriate response to the instruction and the input. Make sure the output is less than 100 words.



Level 2: Self-instruct (original results)

https://arxiv.org/abs/2212.10560


Level 3: Constitutional AI

Automate RLHF, end-to-end

https://arxiv.org/abs/2212.08073


Level 3: Constitutional AI

Automate RLHF, end-to-end

https://arxiv.org/abs/2212.08073


General approach: Context Distillation

Suppose you have a prompt that specifies your desired behavior. Use a model to 
generate responses using this prompt, and train the model on these generations 
without the prompt

https://arxiv.org/abs/2209.15189


Other approaches

Self-Alignment with Instruction Backtranslation, LongForm: Effective Instruction 
Tuning with Reverse Instructions: Synthetically generate instructions that would 
have generated an arbitrary web document

https://arxiv.org/abs/2308.06259
https://arxiv.org/abs/2304.08460
https://arxiv.org/abs/2304.08460


Main takeaway: if you can specify your 
desired output format (via examples or 

instructions), you can distill it into the model



3. Data Augmentation



Take a step back

What did we do when we ran out of image data?



Take a step back
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Take a step back

What did we do when we ran out of image data? Data augmentation!

Want a transformation that presents data from a different view while preserving 
format. What does data augmentation look like for language models?



Baseline (taken from Rephrase the Web) 

Simple functions like deleting or substituting random tokens do not generate 
much better data (more detail in paper)

https://arxiv.org/abs/2401.16380


Baseline (taken from Rephrase the Web) 

Do simple functions like deleting or substituting random tokens work?

Well, kind of
(ignore blue)

https://arxiv.org/abs/2401.16380


Rephrase the Web 

Ask a large model to rephrase documents in multiple formats, used for training a 
small model

Training a 1.3B model on 7B rephrases of C4
is better than training on original data

https://arxiv.org/abs/2401.16380


Rephrase the Web 

What are the formats?

https://arxiv.org/abs/2401.16380


EntiGraph

Ask a larger model to discuss the relationship between randomly sampled entities
Intuition: document has all the information, but not in every possible presentation 
of information

Setting: 266 books, 1.3M tokens,
associated QA benchmark

https://arxiv.org/abs/2409.07431


EntiGraph

Ask a larger model to discuss the relationship between randomly sampled entities
Intuition: document has all the information, but not in every possible presentation 
of information

Setting: 266 books, 1.3M tokens,
associated QA benchmark

Training on 455M Entigraph 
tokens helps performance

https://arxiv.org/abs/2409.07431


Augmentation or distillation?

Is this data augmentation or distilling the capabilities of a larger model?

Simple experiment I ran: Set rephraser 
and student to be same model



Augmentation or distillation?

Scaling rephraser doesn’t help as much as scaling student

[full writeup here]

https://docs.google.com/document/d/1oJKSyTDx5O6cYOtcKewXQ3euzWtllLxBtgMNxoQtO-0/edit?usp=sharing


Other examples of data augmentation

MIND Rewriting: taking raw documents and rewriting them to be conversations

https://arxiv.org/abs/2410.12881


Main takeaway: language models can 
generate quality documents grounded in the 

original documents 



4. How do you prevent mode collapse



How do you prevent mode collapse?

One way we saw of preserving diversity over the output distribution is to 
maintain diversity over the input distribution

- Verifiers: Maintain a large set of problems
- Distillation: Maintain a large set of inputs for teacher
- Augmentation: Maintain a sufficiently large seed set to augment



How do you prevent mode collapse?

One way we saw of preserving diversity over the output distribution is to 
maintain diversity over the input distribution

- Verifiers: Maintain a large set of problems
- Distillation: Maintain a large set of inputs for teacher
- Augmentation: Maintain a sufficiently large seed set to augment

However, model outputs might still be biased across all inputs?



Shouldn’t multiple iterations mode collapse?

[Shumailov et al, 2023]

https://arxiv.org/abs/2305.17493


Catastrophic forgetting folklore

Mixing in original data significantly decreases catastrophic forgetting



Simple solution: mix in original data

Mixing in original data also reduces mode collapse (in fact, provably so!) [Taori et 
al 2022, Gerstgrasser et al, 2024]

https://arxiv.org/abs/2209.03942
https://arxiv.org/abs/2209.03942
https://arxiv.org/abs/2404.01413


Simple solution: mix in original data

Gerstgrasser et al, 2024: Train a 9 to 125M parameter language model on 470M 
TinyStories tokens, unconditionally regenerate 470M tokens, train on combo, 
repeat 5 times

https://arxiv.org/abs/2404.01413


Simple solution: mix in original data

Gerstgrasser et al, 2024: Token-matched version of the plot

https://arxiv.org/abs/2404.01413


Putting it all together



So what does synthetic data actually look like?

LLM generate train LLMtrain



So what does synthetic data actually look like?

LLM generate train LLMtrain

1. Filter out bad synthetic generations



So what does synthetic data actually look like?

LLM structured
generate train LLMtrain

2. Request data in desired format



So what does synthetic data actually look like?

LLM structured
generate 1 train LLMtrain

3. Enforce diversity at prompt level

structured
generate 2



So what does synthetic data actually look like?

LLM structured
generate 1 train LLMtrain

4. Parametric data augmentation

structured
generate 2



So what does synthetic data actually look like?

LLM structured
generate 1 train LLMtrain

5. Mix in original data for stability

structured
generate 2



Yay, this might work!?

LLM structured
generate 1 train LLMtrain

structured
generate 2



Case study: OLMo 2

Performant language model with complete openness on data, checkpoints, loss 
curves, etc 

Generated a ton of synthetic math data for mid-training



Case study: OLMo 2

TuluMath: Utilized personas to rewrite math problems [Ge et al, 2024] using 
GPT-4o, generated solutions from GPT-4o

https://arxiv.org/abs/2406.20094


Case study: OLMo 2

TuluMath: Utilized personas to rewrite math problems [Ge et al, 2024] using 
GPT-4o, generated solutions from GPT-4o

- Diverse input distribution for 
data augmentation (with GPT-4o)

- Distillation from GPT-4o

https://arxiv.org/abs/2406.20094


Case study: OLMo 2

TinyGSM-MIND: First takes TinyGSM [Liu et al, 2023], which is Python versions 
of standard math problems from GSM-8k. Rewrites QA pairs using MIND data 
augmentation to form conversations [Akter et al, 2024]

https://arxiv.org/abs/2312.09241
https://arxiv.org/abs/2410.12881
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Case study: OLMo 2

TinyGSM-MIND: First takes TinyGSM [Liu et al, 2023], which is Python versions 
of standard math problems from GSM-8k. Rewrites QA pairs using MIND data 
augmentation to form conversations [Akter et al, 2024]

- Diverse input distribution from random numbers
- Verification from python
- Data augmentation from Qwen-2.5-7B-Instruct
- * Matching format of GSM-8k *

https://arxiv.org/abs/2312.09241
https://arxiv.org/abs/2410.12881


Case study: OLMo 2

MathCoder2-Synthetic: 

- Takes textbooks from huggingface user Ajibawa-2023, who presumably 
prompted a language model to generate many textbooks

- Asks GPT-4o to label the textbooks as math or not math
- Trains a fastText classifier on top of these labels
- Uses this to filter for math textbooks

https://huggingface.co/ajibawa-2023


Summary

Initially, might worry that synthetic data is low quality and low coverage

Quality concerns are generally handled by using a verifier, a powerful generator, 
or grounded transformations of existing data

Coverage concerns are generally handled by using replay data and diverse + 
targeted inputs



Open Problems



Problem 1: Data filtering

Data filtering helps most when we are not data-constrained. Therefore, its most 
useful for deciding which synthetic data to keep

- How good are verifiers/reward models for domains outside reasoning?
- How do we maintain balance coverage and quality once we have infinite data 

from each domain?



Problem 2: Self-improvement

Suppose we train our LLM. Can we use it to generate the next round of synthetic 
data to train the next LLM? Some very early successes happening here 
[Subramaniam et al, 2025]

https://arxiv.org/abs/2501.05707

