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2. Coverage Conditions



Global and Local Coverage



Global and Local Coverage



Global Coverage is Necessary for DPO



Global Coverage is Necessary for DPO



Online RLHF



Hybrid Preference Optimization



3. Empirical Experiments



Controlled Setup
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Controlled Setup

○ Eval: win-rate against golden online baseline
○ Judged by golden preference model 



Controlled Setup
○ Online vs offline versions of IPO



Understanding the performance gap



Goodhart’s law



Closing the performance gap
1. Data coverage
2. Sub-optimal offline dataset
3. Loss function formulation
4. Model scale 
5. …



Hypothesis 1: Data Coverage
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Hypothesis 4: Model Scale



TL;DR
1. Empirically, on-policy data (in some form) leads 

to better performance
2. Many ways to get this kind of data

a. Online RLHF
b. Iterative (offline RLHF)


