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Solving math word problems with process- and outcome-based feedback 
http://arxiv.org/abs/2211.14275

Let's Verify Step by Step  

https://arxiv.org/abs/2305.20050

http://arxiv.org/abs/2211.14275
https://arxiv.org/abs/2305.20050




Summary

1. Extensive experiments over GSM8k dataset, comparing

 few-shot learning/fine-tuning ⨉ majority vote/reward model (PRM/ORM) ⨉ RL

2. RL (expert iteration) ≈ SFT >> few shot     (if you only care about error rate)

       PRM ≈ ORM > final answer (if you care about trace error)







Preliminary

Dataset: GSM8k

Metric: error rate, trace error rate (correct answer & incorrect reasoning)

Method: 

Few shot / SFT

Reward model: ORM or PRM

RL: supervised via expert iteration (policy improvement + distillation)



SFT



Reward model



Decoding

Best of N sampling (with reward model) or majority vote



RL



Main result 1: Error rate



Main result 2: process reward



Main result 3: trace error





Summary

PRM out-performs ORM over MATH dataset, at large scale (large annotation) with 
more capable base model



Two scales

Large scale: Use human annotation data

Small scale: Use PRM_{large} as annotation, oblation study



Data annotation



ORM vs. PRM



Large scale supervision



Small scale synthetic supervision


