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Overview
Goal. Making the language model more helpful, honest and harmless [Askell et al.
21]
Post training pipeline
Instruction tuning/supervised fine tuning (SFT)

Preference learning (RLHF/DPO)



InstructGPT (Ouyang et al.’22)
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Step 1: Collect demonstration data, and train a supervised policy. Our labelers provide demon-
strations of the desired behavior on the input prompt distribution (see Section 3.2 for details on this
distribution). We then fine-tune a pretrained GPT-3 model on this data using supervised learning.

Step 2: Collect comparison data, and train a reward model. We collect a dataset of comparisons
between model outputs, where labelers indicate which output they prefer for a given input. We then
train a reward model to predict the human-preferred output.

Step 3: Optimize a policy against the reward model using PPO. We use the output of the
RM as a scalar reward. We fine-tune the supervised policy to optimize this reward using the PPO
algorithm (Schulman et al., 2017).

Steps 2 and 3 can be iterated continuously; more comparison data is collected on the current best
policy, which is used to train a new RM and then a new policy. In practice, most of our comparison
data comes from our supervised policies, with some coming from our PPO policies.



Methodology

Data: Collecting a diverse dataset of the form: {Prompt, response}
How to generate the prompt (Al/human)?
How do we obtain the response (Al/human)?

Method: Training algorithm
Sample efficiency (and no performance degrade)

Evaluation: Evaluating the performance of post-trained model

Benchmark?



Data



Data collection

kinds of prompts weren’t often submitted to the regular GPT-3 models on the APL. We asked labelers
to write three kinds of prompts:

* Plain: We simply ask the labelers to come up with an arbitrary task, while ensuring the
tasks had sufficient diversity.

* Few-shot: We ask the labelers to come up with an instruction, and multiple query/response
pairs for that instruction.

* User-based: We had a number of use-cases stated in waitlist applications to the OpenAl
API. We asked labelers to come up with prompts corresponding to these use cases.

From these prompts, we produce three different datasets used in our fine-tuning procedure: (1) our
SFT dataset, with labeler demonstrations used to train our SFT models, (2) our RM dataset, with
labeler rankings of model outputs used to train our RMs, and (3) our PPO dataset, without any human
labels, which are used as inputs for RLHF fine-tuning. The SFT dataset contains about 13k training
prompts (from the API and labeler-written), the RM dataset has 33k training prompts (from the API
and labeler-written), and the PPO dataset has 31k training prompts (only from the API). More details



Data distribution/format

Table 1: Distribution of use
case categories from our API

prompt dataset.
Use-case (%)
Generation 45.6%
Open QA 12.4%
Brainstorming  11.2%
Chat 8.4%
Rewrite 6.6%
Summarization 4.2%
Classification 3.5%
Other 3.5%
Closed QA 2.6%
Extract 1.9%

Table 2: Illustrative prompts from our API prompt dataset. These
are fictional examples inspired by real usage—see more examples
in Appendix A.2.1.

Use-case Prompt

Brainstorming List five ideas for how to regain enthusiasm for my
career

Generation Write a short story where a bear goes to the beach,
makes friends with a seal, and then returns home.

Rewrite This is the summary of a Broadway play:
{summary }

mnmn

This is the outline of the commercial for that play:

mnmn




Dataset

Table 6: Dataset sizes, in terms of number of prompts.

SFT Data RM Data PPO Data
split  source size split  source size split  source size
train labeler 11,295 train labeler 6,623 train customer 31,144

train  customer 1,430 train customer 26,584 valid customer 16,185
valid labeler 1,550 valid labeler 3,488
valid customer 103 valid customer 14,399




Training



Instruction tuning

Language modeling # assisting users
PROMPT  Explain the moon landing to a 6 year old in a few sentences.

COMPLETION  GPT-3
Explain the theory of gravity to a 6 year old.

Explain the theory of relativity to a 6 year old in a few sentences.
Explain the big bang theory to a 6 year old.

Explain evolution to a 6 year old.

Language models are not aligned with user intent [Ouyang et al., 2022].




Instruction tuning

Next token prediction!

Supervised fine-tuning (SFT). We fine-tune GPT-3 on our labeler demonstrations using supervised
learning. We trained for 16 epochs, using a cosine learning rate decay, and residual dropout of 0.2.
We do our final SFT model selection based on the RM score on the validation set. Similarly to Wu
et al. (2021), we find that our SFT models overfit on validation loss after 1 epoch; however, we find
that training for more epochs helps both the RM score and human preference ratings, despite this
overfitting.



Instruction tuning

(—[ Model input (Disambiguation QA) ]—\ /—[ Before instruction finetuning ]‘\

Q: In the following sentences, explain the The reporter and the chef will discuss their favorite
antecedent of the pronoun (which thing the dishes.
pronoun refers to), or state that it is ambiguous. The reporter and the chef will discuss the reporter's

favorite dishes.
The reporter and the chef will discuss the chef's
favorite dishes.

Sentence: The reporter and the chef will discuss
their favorite dishes.

Options: The reporter and the chef will discuss the reporter's
(A) They will discuss the reporter's favorite dishes and the chef's favorite dishes.
(B) They will discuss the chef's favorite dishes

(C) Ambiguous 8 (doesn’t answer question)

A: Let's think step by step.
e J J




Instruction tuning

/—[ Model input (Disambiguation QA) ]—\

Q: In the following sentences, explain the
antecedent of the pronoun (which thing the
pronoun refers to), or state that it is ambiguous.

Sentence: The reporter and the chef will discuss
their favorite dishes.

Options:

(A) They will discuss the reporter's favorite dishes
(B) They will discuss the chef's favorite dishes
(C) Ambiguous

A: Let's think step by step.

-

/—[ After instruction finetuning ]—\

The reporter and the chef will discuss their favorite
dishes does not indicate whose favorite dishes they
will discuss. So, the answer is (C). €2




Reward model

Reward modeling (RM). Starting from the SFT model with the final unembedding layer removed,
we trained a model to take in a prompt and response, and output a scalar reward. In this paper we
only use 6B RMs, as this saves a lot of compute, and we found that 175B RM training could be

unstable and thus was less suitable to be used as the value function during RL (see Appendix C for
more details).

Specifically, the loss function for the reward model is:

1

loss (6) = —mE(w,yw,yl)ND log (o (re (z, yw) — 7o (z,41)))] (1)

where 7¢(z, y) is the scalar output of the reward model for prompt = and completion y with parameters

0, y., is the preferred completion out of the pair of y,, and y;, and D is the dataset of human
comparisons.



RL

objective (¢) =E(m,y)NDﬂgL [ro(x,y) — Blog (WEL(?/ | 2)/7F (y | z))] +

- 2)
nyl'NDpretrajn |:].0g(7r¢ (x))]

where 73" is the learned RL policy, 7°FT is the supervised trained model, and Dyretrain is the

pretraining distribution. The KL reward coefficient, 3, and the pretraining loss coefficient, -y, control

the strength of the KL penalty and pretraining gradients respectively. For "PPO" models, 7 is set to 0.
Unless otherwise specified, in this paper InstructGPT refers to the PPO-ptx models.
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Aside: new benchmarks for multitask LMs

Massive Multitask Language
Understanding (MMLU)
[Hendrycks et al., 2021]

New benchmarks for measuring LM
performance on 57 diverse knowledge
intensive tasks

19

Abstract Algebra

Anatomy e

Astronomy

Business Ethics

Clinical Knowledge
College Biology

College Chemistry
College Comp Sci
College Mathematics
College Medicine
College Physics
Computer Security
Conceptual Physics
Econometrics

Electrical Engineering
Elementary Mathematics
Formal Logic

Global Facts

High School Biology
High School Chemistry
High School Comp Sci
High School European History

7 W UnifiedQA -
- Random




AlpacaFarm (Dubois et al. 2023)

Three challenges for research:
Data
Evaluation
Implementation
Recall data is of format (prompt, response)

Idea: Use Al to generate data



Prompt generation: self-instruct (Wang et al. 2022)

@ Meta
LLaMA 7B

Text-davinci-003

Supervised
Finetuning Alpaca 7B

52K
Modified Self-instruct Instruction-following
Instruction Generation examples

175 Self-

Instruct
seed tasks
Example seed task Example Generated task
Instruction: Brainstorm a list of Instruction: Brainstorm creative
possible New Year's resolutions. ideas for designing a conference
Output: foom:
- Lose weight Output:
- Exercise more ... incorporating flexible
- Eat healthier components, such as moveable
walls and furniture ...




Response generation: call API
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