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Overview

Goal. Making the language model more helpful, honest and harmless [Askell et al. 
21]

Post training pipeline

Instruction tuning/supervised fine tuning (SFT)

Preference learning (RLHF/DPO)



InstructGPT (Ouyang et al.’22)





Methodology

Data: Collecting a diverse dataset of the form: {Prompt, response}

How to generate the prompt (AI/human)?

How do we obtain the response (AI/human)?

Method: Training algorithm 

Sample efficiency (and no performance degrade)

Evaluation: Evaluating the performance of post-trained model 

Benchmark?
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Instruction tuning
Next token prediction!
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AlpacaFarm (Dubois et al. 2023)

Three challenges for research:

Data

Evaluation

Implementation

Recall data is of format (prompt, response)

Idea: Use AI to generate data



Prompt generation: self-instruct (Wang et al. 2022)



Response generation: call API


