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Credits: I am mostly just the messenger

Many many slides shamelessly stolen from SK 

Many paper summaries taken from ST 

Many slides taken from SC 

Thank you!



What is in-context learning?

Goal: To perform some mapping from input ⇒ output with few examples
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What is in-context learning?

Goal: To perform some mapping from input ⇒ output with few examples



Two broad forms: 

Task Recognition: Has seen task before, figures out it needs to do that task  

Task recognition toy model: HMM’s 

Task Learning: Has never seen task, learns the pattern 

Task learning toy model: Linear regression 



Style 1: Task Recognition



Implicit Inference Hypothesis

Consider an implicit concept  which represents the “task” 

Assume pretraining documents are generated in the following manner 

- Sample a concept from a prior 
- Sample a document from HMM with this parameter 

Example: if the concept is sentiment analysis, then given a movie review, the 
model will produce the sentiment of the movie review

θ



Implicit Inference Hypothesis

Consider that there is an implicit concept \theta which represents the “task/
concept” 

Assume pretraining documents are generated in the following manner 

- Sample a concept from a prior 
- Sample a document from HMM with this initial state 

Example: if the concept is sentiment analysis, then given a movie review, the 
model will produce the sentiment of the movie review



In-context learning as implicit Bayesian inference

“An Explanation of In-context Learning as Implicit Bayesian Inference” [Xie, 
Raghunathan, Liang, and Ma, 2022] 

LLMs aren’t explicitly trained to perform in-context learning. So, how do they do it? 

Hypothesis:  

1. During pre-training, model is forced to learn latent concepts that span multiple 
sentences/paragraphs 

2. So, in-context learning arises from learning shared prompt concept across examples 



In-context learning as implicit Bayesian inference

Hypothesis: During pre-training, model is forced to learn latent concepts that 
span multiple sentences/paragraphs. So, in-context learning arises from learning 
shared prompt concept across examples. 

If  concentrates on the prompt concept with more examples, 
then the LM learns via marginalization by “selecting” the prompt concept 

Thus, in-context learning —> LM implicitly performing Bayesian inference.

p(concept |prompt)



Proving hypothesis in HMM setting

Use HMM to model concepts and output generation



Proving hypothesis in HMM setting

Use HMM to model concepts and output generation



Also show error decrease approximately inversely in example length k



Model of in-context learning holds



Model of in-context learning holds



In-context learning fails when model might expect it



Improvement across model size —> not just memorization, concept learning



Martingale property paper

Possible rebuttal to the Bayesian learning view: Martingale property 

“Is In-Context Learning in Large Language Models Bayesian? A Martingale Perspective” 
[Falck, Wang & Holmes, 2024] 

Perspective: 
1. LLMs are autoregressive generative models 
2. Bayesian model implies Martingale property 
3. Martingale property is necessary for predictions in exchangeable data setting 
4. It establishes a principled notion of the model’s uncertainty 
5. LLMs do NOT exhibit Martingale property —> probably not Bayesian



Martingale property

Martingale property describes the invariance of a model’s predictive distribution 
with respect to missing data from a population.



Why is the martingale property natural?

“All information about the distribution of X and Y presented to the model lies in the 
observed data 

Imputing the samples should hence not change the predictive distribution for the 
next token when averaged over all possible imputations.  

This is precisely the core idea of the martingale property 

If the predictive distribution for the next token changes on average, the model is 
‘creating new knowledge’ when there is none: it is ‘hallucinating’.” 

Do we agree?



So, what?

MP includes exchangeability (if we want ordering to not matter) 

MP allows for “principled notion of uncertainty” 

It would allow uncertainty to be decomposed / inferred in Bayesian way 

Main point of paper: A system that does not satisfy MP cannot be Bayesian 

They must be performing “introspective hallucinations”



Two testable implications of MP



All simulations support deviation from MP
Note: States/concept is drawn from prior, not given by HMM 



Scaling behavior of LLM uncertainty

To check whether uncertainty of LLM scales with (ideal) Bayesian model



Style 2: Task Learning



Linear Regression Setup

The opposite setup would be that you have to extrapolate a new solution on the fly 
from the inputs. 

Case study: given x0, wx0, x1, wx1, …, xquery, with w sampled from W, try to predict 
the output wxquery 

Under quadratic loss and gaussian prior for weights and covariates 

https://arxiv.org/abs/2208.01066


Linear Regression Setup

The opposite setup would be that you have to extrapolate a new solution on the fly 
from the inputs. 

Case study: given x0, wx0, x1, wx1, …, xquery, with w sampled from W, try to predict 
the output wxquery 

Under quadratic loss and gaussian prior for weights and covariates, Bayes-optimal 
solution is linear regression 

https://arxiv.org/abs/2208.01066


Linear Regression Setup

Given x0, wx0, x1, wx1, …, xquery, with w sampled from W, try to predict the output 
wxquery 

- Train a transformer to autoregressively output these predictions



Linear Regression Setup

Given x0, wx0, x1, wx1, …, xquery, with w sampled from W, try to predict the output 
wxquery 

- Train a transformer to autoregressively output these predictions 
- Transformer can match the Bayes-optimal solution of linear/ridge regression



Linear Regression Setup

Toy model: given x0, f(x0), x1, f(x1), …, xquery, with f sampled from F, try to predict 
the output f(xquery) 

- Demonstrates impressive results  
when function family is noisy  
linear regression problems,  
decision trees, MLP’s, etc



Linear Regression Follow-up Work

- Transformers can efficiently express solutions to in-context learning problems 
- Goes slightly beyond Universal approximation theorem due to efficiency 
- What learning algorithm is in-context learning? Investigations with linear models 
- Transformers Learn In-context by Gradient Descent 

- In some very very very toy settings, the transformer theoretically converges to 
the in-context learner 

- Can share papers if you’re actually interested

https://arxiv.org/abs/2211.15661
https://arxiv.org/abs/2212.07677


What about generalization?

In most experiments with task learning, the model is trained on the tasks its being 
evaluated on, so there’s NO DISTRIBUTION SHIFT 

Therefore, these experiments, though they’re in ICL format, do not give any insight 
beyond in-distribution generalization, since models get infinite training data



What about generalization?

There are some interesting distribution shift results



What about generalization?

There are some interesting distribution shift results 

- The model tolerates distribution shifts in the weights (scaling the norm of w) 
- The model does not tolerates covariate shift (scaling the norm of x)



What about generalization?

There are some interesting distribution shift results 

- Consider finite selection of w’s 
- Solution generalizes better than the Bayes-optimal solution to all possible w’s 

 
4096 weights at PT 

Greedy is picking nearest weight 

Oracle is Bayes-optimal 
solution for PT dist



What about generalization?

There are some interesting distribution shift results 

- Consider finite selection of w’s 
- Solution generalizes better than the Bayes-optimal solution to all possible w’s 

- This is likely a consequence of simplicity bias in that the generalizing solution is lower 
complexity than the “memorized” solution



Distinguishing Task Recognition and Task Learning



Flipped Labels Setup

Introduced by Rethinking the Role of Demonstrations 

You can either interpolate a new rule on the fly, or recall your knowledge of 
sentiment analysis 

Studied concurrently by What In-Context Learning “Learns” In-Context: 
Disentangling Task Recognition and Task Learning and Larger language models 
do in-context learning differently

https://arxiv.org/abs/2202.12837
https://arxiv.org/abs/2305.09731
https://arxiv.org/abs/2305.09731
https://arxiv.org/abs/2305.09731
https://arxiv.org/abs/2303.03846
https://arxiv.org/abs/2303.03846






Results

Models do a combination of both and neither fully explain the full behavior
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Results

Models do a combination of both and neither fully explain the full behavior 

Key result: Larger models go closer to task learning rather than task recognition



An alternative view: pretraining task diversity

Follow-up paper: Pretraining task diversity and the emergence of non-Bayesian in-
context learning for regression [Raventos, Paul, Chen, Ganguli ’23]

Task recognition 
(Bayesian) regime

Task learning (Non-
bayesian) regime



Phase transition

Setup: 
- n distinct linear regression tasks in the pre-training data 
- Vary n and study how the model does at out-of-sample 
(but in-distribution) tasks 

Main finding: phase transition 
Before phase transition: “Bayesian learning” (figure out 
which regression task this is and give the label) 
After phase transition: “Task learning” (replicates ridge 
regression)



Open questions

- What are the sufficient conditions for pre-training to lead to in-context learning? 

- How do we ensure validity/applicability of synthetic setups? 

What else?


