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Reasoning models think before they answer

https://newsletter.languagemodels.co/p/the-illustrated-deepseek-r1

Normal LLM:

Reasoning LLM:

Think GPT-4o

Think OpenAI’s o1



Sample AIME 2024 problem

https://artofproblemsolving.com/wiki/index.php/2024_AIME_I_Problems/Problem_14



It learns…!



It learns…to think more over time!

https://newsletter.languagemodels.co/p/the-illustrated-deepseek-r1



Performance comparable to OpenAI’s o1
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The recipe to create a “normal” LLM

Pre-training                     Post-training



What did Deepseek-R1 do differently?

Pre-training                     Post-training

They used a different post-training recipe on the base model!



Deepseek-R1 Zero

https://newsletter.languagemodels.co/p/the-illustrated-deepseek-r1



https://newsletter.languagemodels.co/p/the-illustrated-deepseek-r1



1. Accuracy rewards: check math answers and coding test cases

2. Format rewards: whether the model puts its thinking process within tags

Rule-Based Rewards
Verifiable!



Group Relative Policy Optimization (GRPO)
vs Proximal Policy Optimization (PPO)



GRPO

PPO

RLHF objective



Problem with R1-Zero
● Mixes language in response - English + Chinese
● Chain of thoughts are not always readable/comprehensible
● Non-reasoning capabilities are limited

● Can cold starting with high quality data improve training efficiency and boost 
performance further?

● How to train a user-friendly model that produces readable CoT and strong 
general capabilities?

Two natural questions:



Deepseek-R1
Cold start SFT: with small amount (thousands) of long CoT data generated by R1-Zero

RL (same as R1-Zero)

Second SFT:

Second RL

Better readability ✅ Better performance ✅

600K self-generated reasoning data after filtering

200K non-reasoning data for general-purpose tasks and other domains



Deepseek-R1

https://x.com/SirrahChan/status/1881488738473357753



Distilling Deepseek-R1 into Llama and Qwen

https://x.com/SirrahChan/status/1881488738473357753

DeepSeek-R1



Distilled models…also very very good!
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https://newsletter.languagemodels.co/p/the-illustrated-deepseek-r1

Direct RL on base model leads to reasoning!



Aha moment: self-correction



1. Accuracy rewards: check math answers and coding test cases

2. Format rewards: whether the model puts its thinking process within tags

Rule-Based Rewards
Verifiable!



Unsuccessful attempts
1. Process Reward Model (PRM)

a. Challenging to define a step in general reasoning

b. Challenging to determine whether a step is correct

c. Significant reward hacking

2. Monte Carlo tree search (MCTS)

a. Exponential search space

b. Reliable value model (critic) is hard to obtain

Not verifiable!



$5.5M training cost of Deepseek-V3



Disproportionate cost reduction

https://www.reddit.com/r/singularity/comments/1id60qi/big_misconceptions_of_training_costs_for_deepseek/


